THE SPECTRAL THEOREM

1. INTRODUCTION

In this part, we will give the different forms of the spectral theorem for
self-adjoint A unbounded operators on a Hilbert space H. This theorem is
the generalization of the well-known result in finite dimension which states
that every Hermitian matrix (or more generally every normal matrix) can
be diagonalized in an orthonormal basis.

In the unbounded setting, it is convenient to use the functional calculus
form, which enables us to take the function f(A) of a s.a. operator A with
f a Borelian and bounded function.

In the case of a bounded operator (not necessarily s.a.) we can also
consider the analytical functional calculus, using the Cauchy formula to
define a new operator. We refer the reader to the given references.

Throughout this part, A denotes a s.a. operator in a Hilbert space H. For
simplicity (essentially in Section , we will assume that it is separable, that
is that it admits a dense sequence, or equivalently that it admits a countable
Hilbert basis.

We take as a starting point the S.C.U.G. (e"*4);cr characterizing A and
show that it gives rise to the functional ca,lculuslﬁ

We will use two big theorems of measure theory: the theorem of Radon-
Nikodym-Lebesgue and the theorem of Riesz-Markov.

It is not important to know them or their proofs, but one must realize
that a big machinery is used for the proof (Riesz Markov in Section [2|) and
the decomposition of the spectrum into absolutely continuous, continuous
singular and pure point spectrum (Lebesgue-Radon-Nikodym in Section .

Remark 1 (To be remembered). The important parts of this lecture a,rfﬂ

(1) the functional calculus form of the spectral theorem (thm|[3),

(2) the spectral mapping of the spectrum (thm @,

(3) the decomposition of the spectrum into discrete and essential spec-
trum (section [4.9),

(4) and at last, the Weyl’s criterion for the essential spectrum and the
theorem of stability for the essential spectrum thms and [16.

2. FUNCTIONAL CALCULUS

2.1. Statement. We start with some notations.

1We have shown previously in the lecture the one-to-one correspondence between s.a.
operators and S.C.U.G. in ‘H independently from the spectral theorem. In [1], the authors
first prove the spectral theorem before talking about S.C.U.G.

%f not everything

1



2 THE SPECTRAL THEOREM

Notation 1. The set of Borel sets on R will be denoted by Bor(R), and the
set of bounded Borel functions by B(R).
We say that a sequence (fi)r in B(R) converges to f if

(1) supy sup,e | ()] < +oo and
(2) fr(x) = f(z) for all z € R, and not just almost everywhere.

We aim to prove the following.

Theorem 2. [Functional calculus] Let A s.a. on H. Then there exists a
unique map ¢ : B(R) — L(H) such that the following five points hold.
(1) g/b\ is an algebraic *-homomorphism.
(2)  is norm-continuous: ||<$(f)H£(H) < sup,er | ().
(3) If a sequence ( fx)r of B(R) satisfies | fx(x)| < |z| and kgrfoofk(x) =2z
for all x, then for all ¢ € dom(A) there holds:

kggloong(ka — Al = 0.
(4) If (fx)r converges to f in B(R) then
;-ﬁlirgﬁ(fk) = 6(/).

(5) If f > 0 then $(f) > 0 as an operator and if Ay = X\ then $(f)¢} =
fF).
Re/lznark 3. Later on, the functional calculus will be written f(A) instead
of 3(F).
Remark 4. In the case where A = —A the operator f(—A) is a special
case of Fourier multipliers. If we denote by % the Fourier transform, there

holds:

F(=8) = F () F (@) = FHp = (1) F (@)(0).
For the Fourier transform, we took the convention used previously.

2.2. Proof. We prove the theorem stepwise. We first define the func-
tional calculus on functions in the Schwartz class S(R) and show the norm-
conintuity in that case. By density this allows us to extend the functional
calculus to the set Cy(R) of continuous functions which converges to 0 at
inﬁnityﬁ We extend at last the functional calculus to B(R) using the Riesz-
markov theorem.

2.2.1. Determination of a(e“"”). Let us say that such a map exists. For
t € R\ {0}, we consider the function

i) = L 1)
By the mean value-thorem we have:
|he()| < [a| sup | g5(e)),_, | < |,
y€[0,2]
and limtt;g hi(x) = iz. By point 3. of Thm [2| and Stone theorem we get
that necessarily ¢(eif*) = ¢it4,

3As we have Co(R) is the closure of S(R) in the L™ (R)-norm.
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2.2.2. Case f € S(R). Consider the (other convention of the) Fourier trans-
form for f € S(R):

. 1 .
ft):= 5= [ s,
with inverse Fourier transform:
fl@) = [ Foea @)
If such a map qAS exists, then applying it to yields:

&nzéﬂww%mzéﬂmmﬁ (3)

Conversely we check that defines an algebraic x*-homomorphism. First,
as the e/ are unitary, dominated convergenceﬂ ensures that is well-
defined as we have:

[150e e < [ 151 < +oc.

Then it is clear that it defines a linear map: for f,g € S(R) and A € R
we have:

SNf +g) = () + (g).

A computation (involving Fubini theorem) yieds:

%ﬁ@zﬂﬁw@wme,

_ /t eiAt[ / f(ts)g(s)ds} dt,

- /t e fgl(t)dt,
o(f9)-

Similarly we have:

This shows that defines an algebraic *-homomorphism on S(R).
In particular for f Schwartz, we have |f|?> = ff, hence:

~

o(1f1?) = o(Ff) = 6(H)o(f) = () d(f) > 0.

4For operator-valued functions!
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2.2.3. Extension to Cy(R). We now prove that ¢ is norm-continuous on
S(R). By density this will show that we can extend this morphism to Cy(R).
Let f € S(R). Up to considering f/((1 + ¢€)|/f||r~) at taking the limit
e — 07, it suffices to prove:

[fllee <1 = llo()llea < 1.
Consider such an f, then g := f1/1 — |f|? is also Schwartz, and we have:

0 < o(lg?) = o f* — "),
hence =R ~ ~
0 < o(If1)? < d(f) ().

taking the expectation against 1) gives:

I6(1f1P)lIz = s (W, S(If1P)70),

Plln=1

< sup (4,6(f)0())¥) < 160N
=1

As 6(F12)%e = lo( P12 = 6(H)]IE we get: [[o(f)]lc < 1.
We have used the fact that if B is bounded s.a. then:

IBlz= suwp [(,By)| & |B*Bllc=|BIlZ.
=1

(Try to prove both statements, for the first one you may use Weyl
sequences). We have proved:

V[ eSR), 16()le < Il (4)

By density this shows that gg can be uniquely extended [’| to Cy(R) to a
norm-continuous morphism satisfying .

2.2.4. Extension to B(R). In this part, we use Riesz-Markov theorem. Given
b € H, for all f € Co(R) there holds (i, 6(/))| < || fllzee 6] and, if

f >0, there holds
(W, 6(F)0) = (0, (£ d()*0) 2 0
Therefore the map
f € Co(R) = Iy(f) = (. 6(/)¥)
is a positive (hence continuousﬂ) linear form on Cp(R) with:

sup I,(f) < [6[3 x 1 < +oc.
0<f<1

By Riesz-Markov theorem, this implies that there exists a finite (regular)
Borel measure fi : Bor(R) — [0, 4+00) such that:

/f ) dpuy (2

oif (fn)n in Schwartz converges to f € Co(R), then it is a Cauchy sequence in L* and
(QZ( fn)) is a Cauchy sequence in £. The limit of qg( fn) then exists and is independent from
the sequence f, — f.

6he]re7 we can separately obtain continuity.
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The measure dp, is called the spectral measure for A (associated to ) and
will be more thoroughly studied later. We emphasize that p, has finite
mass:
po®) = sup [ fduy < e

FECH(R)

0<f<1
Remark 5. We will not go into details about this theorem which is quite
subtle. It is a representation lemma, like the Riesz Lemma, and identify the
positive linear forms of Co(X) (continuous with compact support), when X
s a locally compact Hausdorff space.

A consequence is a representation theorem for the dual of Co(X). Here

X is simply R. We just emphasize that given a positive linear form £ on
Co(R), the associated measure on a bounded open set U is given by

(V) = sup {((U). € Cu(R), 0< f <1, supp(f) C U}

Observing that a bounded operator B is uniquely determined by its entries

(¢, B1), this representation enables us to extend ¢ to Borelian functions by
polarizing I,(f) (in ). For ¥, ¢ € H and f € Cy(R) we have indeed:

o~ o~

[((6+ 1), 806+ 1)) — (6= 1), 6() (6 — )

1

4

FL({(6 + 1), N6 + i) — (6 — i), 6(F) (& — )]
= 3 Upre(f) = Io—p(f) + $Lstip () — Ip—is(£)))-

(W, o)) = Tpp(f) =

In other words we have:
~ 1
(W, o)) = 7 [/f(dumw = dpgy + (dpgriv) — dM¢—iw))} (5)

The R.H.S. of is well-defined for B(R), and defines Iy, (f). If we pick
a sequence (fi)r in Co(R) which converges to f € B(R) in the sense of
Notation [I} and using the norm-estimate on Cy(R) on the L.H.S. we get
that

(¢,9) € H? = Iy (f),

is a bounded sesquilinear form on H with norm smaller than lim supl|| fx ||z,
k——+o0
which is finite. By using a mollifier, we can show that the norm is in fact

smaller than ||f||z. By Riesz representation Lemma, there exists a unique
bounded operator ¢(f) such that we have

I.u(f) = (&, (V).

We thus have extended the functional calculus to B(R). That it is an al-
gebraic *-homomorphism is easy to show with sequences in Cp(R) and is
left to the reader. The dominated convergence implies that this extension
is unique if we request weak operator continuit

Tthat is if we request that the maps f € B(R) — (¢, $(f)z/)) are continuous for all
o, € H.
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2.2.5. End of the proof. We first study the strong continuity of the functional
calculus (fourth point). Let fy — f in B(R). By dominated convergence in
, we get that for all ¢, € ‘H we have:

(b, D(fo)¥0) — (D, D(F)),

in other words ((}5( frx)¥)r converges weakly to $( f)¥. To prove the norm-
convergence it sufﬁcesﬁ to check the convergence of the norm. By dominated
convergence, we have:

1600l = [ 16Pdus > [ 1P = 1015
Let us now show the third point of the theorem.

Claim v € dom(A) if and only if [ 2?du, < +oo, in which case the integral
coincides with || Av||3,.

Proof of the claim. We consider the function hy(z) = (e — 1)/t introduced

in (1). By Stone theorem, we have ¢ € dom(A) if and only if (&(he))e>0
has a well-defined limit in H as t — 0. R
For M > 0, observe that we have x_ar,ar)  —  1in B(R), s0 ¢(x[—ar,00)) %
’ M—+4o00 ’

converges to 1. At fixed M > 0, observe that = — xx[_s, () is in B(R).
In particular by strong convergence this sows that for all ¢ € H, the element

&X[—M,M})Qb is in dom(A) and
A‘/Z;(X[ MM)Y = $(wX[7M,M])z/;.

If [2%dpy is finite, then (¢ (X[ MM, O(@X = ar;a)) ) men is a Cauchy
sequence. As the graph of A is closed, this implies that ¢ € dom(A) and
A = ¢(x)¢ in the sense that Ap = limr oo G(TX[ aran?)-

Conversely assume that ¢ € dom(A). Then on one hand we have:

S(ax () = lim G(—ihe)$(x(a1.017)¥

+£0
= lim ¢<X[—M,M]>$(_iht)¢ = $<X[—M,M])Aw~

t—0

t#£0
We get:

/ P2dpg (@) = 10X aran) 13 < [46]%.
|z|<M

By monotone convergence we get [ 2?dju,(z) < +oo, and its value is || A3,
as

A?ililgoé( —m,m))AY = A,

Similarly if we take another sequence (fy)x satisfying the third point of
the theorem we obtain limy_, 1 o gg(fk)i/) = A for 1) € dom(A).

At last let us check the fifth point. That QAS( f) >0 for f > 0 follows from
the fact that then ¢(f) = ¢(fY/2)*¢(f). If ¢ € dom(A) with Ay = M,
then e’y = e ) and from , we get 5()“)1/1 = f(A) for f Schwartz.
Following the proof, we obtain ¢(f) = f(A)y for all f € B(R). O

8Compute [|¢(fr)y — ¢(f)vl3!
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3. SPECTRAL MEASURES AND THE MULTIPLICATION FORM

3.1. Multiplication form of the spectral theorem. In the previous sec-
tion, we introduced the spectral measure ji,, associated to an element 1) € H.
Consider such a 1) € H, we define H,, as:

Hy = {f(A)y, feSR)}
Definition 1. We say that 1 is cyclic if Hy = H.

As [[f(A)Y]3, = [|f|?duy, in particular || f1(A)p — f2(A)Y|3, is equal
to [ |f — g|°duy, and H,, is isometric to L?(R, djuy) through the extension

Uy : Hy — L*(R,dpy) of the map:
{f(A)y, feSR)} — LR, duy),
f(A)Y = f(@).
Observe that for f, g € B(R) we have:

/ FPdugans = [ F(A)g(A)6]2, = / P19y,

hence dpga)y = 9|y Recall i € dom(A) iff [ x®dpuy is finite. Applying
this result to elements in H, and Stone theorem, we get that
(1) dom(A) NHy is dense in Hy,
(2) the restriction of A to dom(A)N?H,, has range in H,, and is unitarily
equivalent to the multiplication by z in L*(R, dpy):

(U AU f](x) = o (z) for f € B(R) s.t. / 22 f(2) 2y < +o0.

If 4 is cyclic this shows that up to the unitary Uy, A corresponds to the
multiplication by z in some L?(R, du,). If there is no cyclic vectors, but H
is separableﬂ, then by a Gram-Schmidt procedure we obtain the following.

There exists a countable orthonormal family (1););cr, such that the Hilbert

(RIE

(6)

L 1L

space H = @ H,, is isometric to @& L?(R, dyuy,) through U. The conjugation
icl el

of A by U is the multiplication by z in the L?-space:

UAU*(fi(2))ier = (2 fi(2))icr, for (fi)ier s-t. Z/$2|fi($)|2dﬂwi(l‘) < +oo.

el
This is the multiplication form of the spectral theorem. Using it, we easily
show the following mapping property of the spectrum. Exercise.

Theorem 6. [Spectral mapping] Let f € B(R). Then we have the inclusion:

a(f(A)) C f(o(A)).
Furthermore the inclusion is an equality in the case where f is continuous
or o(A) is compact.

Remark 7. In particular we recover the fact for f € B(R): if supp f =
{r € R, f(z) # 0} does not intersect o(A), then f(A) = 0 (for instance
observe that ||f(A)Y|ln = |||f|(A)Y]n and use the Weyl criterion for the
spectrum on | f|(A)).

9if not, then we must use Zorn’s lemma, and deal with an uncountable family...
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3.2. Decomposition of the spectral measures. We use the Lebesgue de-
composition to decompose the spectral measures. We first recall the Radon-
Nikodym theorem in the case we are interested in, that is the case of o-finite
[ Borel measures on R.

We give at the end of the section simple examples for this decomposition.

3.2.1. The decomposition of a Borel measure.

Definition 2. Let u,v be two Borel measure.

1. We say that p is absolutely continuous w.r.t. v and we write p <K v if
for every Borel set Q, v(2) = 0 implies p(2) = 0.

2. We say that p is supported on the Borel set 1 if for every Borel set
O € Bor, there holds:

#(0) = w(ON Q).
3. We say that i and v are mutually singular and we write p L v if there
exists a Borel set Q such that

wQ)=0 & vR\Q) =0.

Then the Radon-Nikodym theorem (for Borel measures) states the fol-
lowing.

Theorem 8. Let u,v be two o-finite Borel measure. The measure p is
absolutely continuous w.r.t. v if and only if there exists a mon-negative
measurable function f € Llloc(]R, dv) defined v-a.e. such that for all Borel
set ), there holds:

u(® = [ fxadv.
We also have the so-called Lebesgue decomposition of a Borel measure.

Theorem 9. A o-finite Borel measure u can be uniquely decomposed as
= [ac T Hsing, where pac is absolutely continuous w.r.t. the Lebesgue
measure X\, and fisng L A.

We may further decompose jiging by taking out the pure point part.

Definition 3. A Borel measure p is said to be a pure point measure if for
every Borel set €, we have:

() =Y u{z}).

e

Theorem 10. A o-finite Borel measure p can be uniquely decomposed into
three parts p = plac + fles + ppp Where piac is absolutely continuous w.r.t. the
Lebesgue measure), ppp, s a pure point measure and fies L A and for every
x € Q, ues({z}) =0.

(tes is called the singular continuous part of the measure: it is singular
w.r.t. X\ and is nevertheless continuous: it does not weight points.)

101 R, it means that the measure of any compact set is finite.
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3.2.2. Decomposition of the spectrum. For v € H, we thus decompose the
spectral measure fi.

In the case where H is separable there exists a maximal spectral vector,
such that for every ¢ € H, we have py < g (we say that p, is a maximal
spectral measure). Indeed, using the multiplication form, and its associated
family (¢;)icr with I C N, it suffices to tale ¢ := >, ;2 ;. In some sense
ity contains all the information of the spectral decomposition.

The decomposition [10] gives rise to a decomposition of H:

Definition 4. For x € {ac,pp, cs}, we define H, as follows:

abs. cont. w.r.t. A if x = ac,
Hy = {w €eH, pyis cont. sing. if *=cs, }
pure point if x=pp.

We also define the continuous part Heont = Hac D Hes-

Claim This defines an orthogonal decomposition of H and for every f €
B(R), the H,’s are stable through f(A) and A : dom(A) N H, — H.

We obtain at last the decomposition of the spectrum.

Definition 5. For x € {ac,pp, cs}, we define 0,(A) as follows:

Oac(A) = (A
os(A) = U(A\Hcs)’
opp(A) = {eigenvalues of A}.

We also call 0,(A) Uoes(A) the continuous spectrum.
Due to this definition we have:
0(A) = 0ac(A) Uoes(A) Uopp(A). (7)

Proof of the claim. Thanks to the multiplication form, it suffices to prove
it in L?(R,dpy,), where A corresponds to the multiplication by z. Let us
drop the subscript ¢ in gy, for short. Let f,g € L*(R,du) where |f|*du
and |g|?dp are mutually singular (this is the case when one is of one type
ac, cs, pp and the other of another type). Then, we have:

(WUt = [ Fodu| < [ 1fllglan

By assumption, there exists Q € Bor such that [, |f[*dp = fR\Q lg|2du = 0.
By Cauchy-Schwarz inequality we have:

[ iststan = [ 15lgan [ 1flgian

< ¥ \/ /O f12dp /O lgl2dp = 0.

0e{QR\Q}




10 THE SPECTRAL THEOREM

Remark 11. If ¢ € Hpp \ {0}, then @ is a linear combination of eigen-
functions of A. Indeed, consider pi,: by assumption it is pure point and has
finite mass. Thus there exists an almost countable family (\;)icr such that

pp(R) = pp({Ai})-
el
For every i € I, the spectral measure of xx}(A)Y is py({Ni})dy,, hence
X{n) (A)Y is an eigenfunction with eigenvalue \;. As
lim Z X{n) = X{niery in B(R),

J—=T
JcrI €K

we have P = Zz’el X{Ai}(AW’-
Simple examples.

(1) When A = —A, then through the Fourier transform we see that
0(—A) = 0ac(—A) = [0, 4+00).

(2) When A is compact, then 0(A) = opp(A) = opp(A) U {0}.

(3) A s.a. compact perturbation of —A has the same absolutely continu-
ous part plus an additional pure point part due to the perturbattion.

(4) An operator with continuous singular spectrum is not easy to exhibit.
One can cheat and take H := L?(R,dpcs) where jics is continuous
singular (e.g. supported on the Cantor set) and take for A the
multiplication by x.

4. PROJECTION-VALUED MEASURE, DISCRETE AND ESSENTIAL SPECTRUM

4.1. Projection-valued measure. If we restrict the functional calculus
to the characteristic functions of Borel sets, we obtain a projection-valued-
measure, in the sense that the function Q € Bor — Py := xq(A) € L(H)
satisfies the following four points.

(1) For every Q, Pq is an orthogonal projection (that is Pg = Pq and
P:=Py).

(2) Pp=0and Pr = 1.

(3) For a countable disjoint union of Borel sets Q = Upen{2,, that is
Q, N Q,, =0 for n # m we have:

(4) For two Borel sets €21, Qo there holds:
Po,na, = Pa, Pa,.
In particular, given ¢ € H, then
Q € Bor — (¢, Pav)

defines a measure in the original sense. We can integrate a bounded Borel
function f w.r.t. that measure which we denote by

/ SO, Py,
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Conversely a projection valued measure defines a self-adjoint operator in a
unique: we refer the reader to the references. This is the p.v.m. form of the
spectral theorem.

Theorem 12. There is a bijection between self-adjoint operators and projec-
tion valued measures. Given a projection valued measure Pq its associated
self-adjoint operator A is defined by:

(W, F(AY) = / SOV, P,

Remark 13. We obtain (¢, f(A)Y) by polarization as done in Section .
4.2. Discrete and essential spectrum.

Definition 6. We define the discrete spectrum ogisc(A) as the set
odisc(A) = {A € 0(A), Fe >0, X(r—ert2)(A) is finite dimensional}.
The essential spectrum is its complement:
Oess(A) = {\ € 0(A), Ve > 0, X(r—c,r+e)(A) is infinite dimensional}.

In other words, ogisc(A4) corresponds to the set of eigenvalues with finite
multiplicity and which are isolated in the spectrum.

The essential spectrum corresponds to the union of 1. the continuous
spectrum 2. the set of limit points of eigenvalues 3. the set of eigenvalues
with infinite multiplicity.

Almost by definition, we obtain the Weyl criterion for the essential spec-
trum.

Theorem 14. There holds A € oess(A) if and only if there exists a sequence
of ||| -normalized elements (1y,)n, in dom(A) such that ||(A— X)p|l — 0
and (Yn, ¥m) = Onm (that is it is an orthonormal family).

Remark 15. Exercise: show that you can replace the condition
(Vn, Ym) = dpm by the requirement that (v,,), converges weakly to 0.

In some sense gegs(A) is the part of the spectrum which is stable under
“small” perturbations. We have indee

Theorem 16. [Stability of the essential spectrum] Let A and B s.a. on
H. Assume that there exists z € p(A) N p(B) such that Ra(z) — Rp(z) is
compact. We recall that Ro(z) = (C — 2)7 Y, for C = A and C = B.

Then 0ess(A) = Tess(B).

Remark 17. The condition holds when B is a compact perturbation of A.

Proof. We use the Weyl criterion for the essential spectrum and establishes
the double inclusion. By symmetry (of the role played by A and B), it
suffices to show that gess(B) C 0ess(A).

Let A € 0ess(A) and (¢,) be a Weyl sequence for A (Theorem [14). We

have:
_ Ra(?)

(Ra() = (A= 2)7 )b = 25

(A - )‘)d]na

U1t can be generalized, see for instance the book of Reed and Simon.
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hence || (RA(z)—(/\—z)*l)z/JnHH n:)oo 0 and ‘HRA(Z)wnHH—\)\—Z\*l‘ njoo 0.

Aﬁ n, — 0 and Ry(z) — Rp(z) compact, then ||[(Ra(z) — Rp(2))Yn|ln
converges to 0 and [|(Rp(z) — (A —2) " Hnllw — 0.

— 00

Let ¢y, := Rp(2)¢y, € dom(B). The following three points hold.

(1) ¢, =3 0 as ¢, =4 0 and Rp(z) is bounded,
(2) there holds

[énlle = 1(Ba(=) = Ra()n + Ra(hulle = A= |7,
(3) there holds
I(B = Nnllr = (B = 2)¢n + (2 = Nnll = [¥n + 523 ¢nlln,

= ||9n + j;;_);wn + (2 = A (Rp(2) — Ra(2))nlla,

— 0.
n—oo

Up to normalizing ¢,, and using Remark we obtain a Weyl sequence for
B.
O
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	1. Introduction
	2. Functional calculus
	2.1. Statement
	2.2. Proof

	3. Spectral measures and the multiplication form
	3.1. Multiplication form of the spectral theorem
	3.2. Decomposition of the spectral measures

	4. Projection-valued measure, discrete and essential spectrum
	4.1. Projection-valued measure
	4.2. Discrete and essential spectrum

	References

